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Digital Renaissance

• Carolingian renaissance 

• Italian renaissance 

• digital renaissance 

• access to literature, education, and reuse of 
knowledge
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Perseus Project visitors
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Natural Language 
Processing
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NLP
• NLP refers to the understanding and creation of human 

languages by a machine 

• Today we focus on the former: 

• OCR 

• Machine Translation 

• Part-of-Speech Tagging 

• Topic and word sense disambiguation 

• Information Retrieval 
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BUT WHY??
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The Digital Age



Thomas Köntges  
NLP of Historical Languages 
June 2016

There is a lot of Data

The 2.8 Zettabytes of data created in 2012 alone 
are the storage equivalent of  

550 editions of Homer per day  
for each human being on the planet…
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Textual Analysis
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Analysis

Split the texts into basic units.  
E.g. morphemes, words.
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Synthesis

Re-assemble those units  
into a new text (in the widest possible sense).
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Examples
• Metrical analysis 

• Morphological analysis 

• Tree-banking or other morpho-syntactic analyses 

• Translation alignment 

• Named-Entity mark-up
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Historical Languages
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WHAT IS SPECIAL 
ABOUT THEM?



Thomas Köntges  
NLP of Historical Languages 
June 2016

The complexity of a 
language changes over 

time.
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Grammar
• Indo-European languages have the tendency to become 

less morphologically complex. 

• English barely 3 cases, German 4, Ancient Greek 4–5, 
Latin 5–6, Proto-Indo-European 8. 

• English, German, Latin 2 Numbers, Ancient Greek 3. 

• NB: Morphological complexity often replaced by syntactic 
or idiomatic complexity. 

• NB: Languages often flatten if number of speakers is 
increased. 



PROBLEM OF DISTANCE & 
CONTEXT 

 
Time flies like an arrow. 

Fruit flies like an apple.
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Written Sources
A mono-directional communication  
 of text-data, graphics, and meta-data  

from the past to the present.

Pa Pr



TEXTUAL TRANSMISSION  
 

A mono-directional communication  
 of text-data, graphics, and meta-data  

from the past to the present.
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Distribution is Essential
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Traditional Text-Criticism

• text-criticism is the skill of finding mistakes in 
ancient sources and the art of correcting — A. E. 
Housman (1922) 

• the main task of text-criticism is to produce a text 
that resembles as closely as possible the 
autograph (original text). this process is called 
constitutio textus — P. Maas (1950)
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original(s)

mysterious 
blackbox

Archetype
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Archetype
an archetype represents a virtual entity that is the result 
and summary of all unknown transmission processes 
and changes the original text were subject to and that 
usually predates the oldest known/extant manuscripts of 

that text.  
 

because an original text can have multiple originals (e.g. 
multitext, growing texts, canonical texts), it can have more 

than one archetype (as well as possible transmission-
dependent hyparchetypi of each transmission line).
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Example: Petronius
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Why Petronius?
• fragments of a fictional prosimetric text (35,000 words) 

• fragments which look connected and build the base for 
our modern text (33,000) 

• references in the text to earlier passages (23 references) 

• unconnected fragments and carmina (51 fragments, at 
least 5 to 8 refer to pre-cena plot) 

• transmitted along complex transmission lines in at least 60 
manuscripts (4 main families) and hundreds of editions.
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Prosimetric

(§108.13) data ergo acceptaque ex more patrio fide 
protendit ramum oleae a tutela navigii raptum, atque 
in colloquium venire ausa  

‘Quis furor’ exclamat ‘pacem convertit in arma’  

prose

verseprose sentence’s predicate
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Connected Fragments
Text transmitted by the manuscripts

Content Chapters Words O L H
School Episode 1–5 700 yes yes
Brothel Episode 6–8 300 yes yes
Rape of Giton 9–9.5 100 only 9.5 yes

Quarrel 9.6–11 300 yes
Market Episode 12–15 700 poem 14.2 yes

Quartilla’s Entrance 16–19.1 500 yes yes
Orgy 19.2–26.6 1100 fr. yes

Bridge to Cena 26.7–27.1A 100 yes
Beginning Cena 27.1B–37.5 1800 yes * yes

Cena 37.6–78 10500 only 55.4–6 fr. yes
Ascyltos takes Giton 79–80 500 poem 80.9 yes
Encolpius’ Solitude 81–82 350 only 81.1–2 yes
Meeting Eumolpus 83–84 350 fr. yes
Boy of Pergamon 85–87 600 yes

Eumolpus about Literature 88 300 yes yes
Halosis Troiae 89 450 yes

Reaction of Pedestrians 90 150 yes
Reconnection with Giton 91–94 300 fr. yes
Eumolpus vs. deversitor 95–96 300 yes yes

Ascyltos’ Search 97–99 650 yes
Lichas & Tryphaena 100–110.5 2900 fr. yes
Widow of Ephesus 110.6–113.6 800 yes yes
Encolpius’ Jealousy 113.7–113.13 150 yes

naufragium 114–115 700 yes
Sighting Croton 116–117 600 yes

Introduction of Bellum Civile 118 200 yes yes
Bellum Civile 119–124.1 2200 yes yes
Arrival Croton 124.2–126.11 400 fr. yes

Foreplay with Circe 126.12–127 500 yes
Impotence 128–129.2 250 poem 128.6 yes

Letter of Circe 129.3–130.6 300 yes yes
Witchery & Kisses 130.7–131 300 fr. yes

Kisses with Endymion? 132–132.6 100 yes
Failed Attempt of Masturbation 132.7–132.16 350 yes yes

Prayer 133 200 yes yes
Oenothea 134–138.4 1400 fr. yes
Chrysis 138.5–139 300 yes

Philomela 140–140.11 250 yes
Regained Potency 140.12–140.15 150 yes

Eumolpus’ Last Will 141 200 yes
Number of Words 7400 21600 12400

Figure 2 – Number of words and content of the different text families
(yes*=with lacunae, fr.=fragmentary).
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Manuscripts
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Editions

Figure 8 – Readings of the Cuiacanus as displayed in the editio Tornaesiana.
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Self-References
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Reconstructions
• Bücheler 1862, editio maior (14 manuscripts) 
• Müller 2009, Satyricon reliquiae (24 manuscripts) 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Code Change
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Code Change
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Examples



Thomas Köntges  
NLP of Historical Languages 
June 2016

Combination of 
Analyses
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CTS/CITE Architecture
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canonical text services
• stable identifier for canonical texts 

• traditional citation != canonical citation 

• sentence level !=/= canonical citation (verse, 
prose, prosimetric texts, religious texts…) 

• what the digamma, is a canonical citation then?
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CTS/CITE URNs

Namespace Specific CTS Namespace TextGroup Work Version Exemplar Citation Subreference

urn :cts :greekLit :tlg0012 .tlg001 .msA .thosJeff :1.2 @οὐλομέν

urn:cite:CITENAMEPSACE:COLLECTION.OBJECTID

urn:cite:hmt:msA.12r

CTS URN

CITE URN
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Homer multitext 
project
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HMT

http://www.homermultitext.org/hmt-digital/scholia?urn=urn%3Acts%3AgreekLit%3Atlg0012.tlg001.msA%3A1.1
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Manage Citations
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Manage the Content



CTS/CITE architecture: 
find the logical structure of 
a text and make it citable.
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Textual Transmission 
and Machine Learning /  

Data Mining
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arXe.type Workflow
Learners/Annotators

Machine-Learning

Digitisation /
Transcription

Transmission /
Reconstruction

Reading / 
Commenting
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Optical Character 
Recognition / 
Transcription
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OCR
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OCR
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Transcription
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Transcription
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Weka
• Weka 3.7.11: open source data mining software in Java 

• a collection of machine-learning algorithms for data-
mining tasks 

• although Weka is a powerful tool, classifying the 
manuscripts will be a challenge 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Weka
@relation PetroniusManuscripts 

@attribute ID numeric
@attribute Variant1 {Cum,Num,om.,Quum} 
@attribute Variant2 {Nec,Non,om.}
@attribute Variant3 {Essent,om.}
@attribute Variant4 {ituris,nuris,om.,turis}
@attribute Variant5 {facent,facerent,om.}
@attribute Variant6 {rerum,runici,verborum,om.}
@attribute Variant7 {et,om.}
@attribute Variant8 {strepita,strepitum,om.}
@attribute Variant9 {terrarum_orbem,orbem_terrarum,om.}
@attribute Variant10 {qui,quia,quorum,om.}
@attribute Variant11 {his,iis}
@attribute Variant12 {et,om.,sed}
@attribute Variant13 {et,om.,sed}
@attribute Variant14 {pestilentia,pestilentiam,om.}
@attribute Variant15 {omnem,omnium,om.}
@attribute Variant16 {quidem,om.,solum}
@attribute Class {L,O}

@data 

1,Num,Non,Essent,ituris,facerent,rerum,et,strepitum,orbem_terrarum,quia,his,et,sed,pestilentiam,omnium,quidem,O
2,Num,Non,Essent,ituris,facerent,rerum,et,strepitum,terrarum_orbem,quia,iis,et,sed,pestilentiam,omnium,quidem,L
3,Num,Non,Essent,ituris,facerent,rerum,et,strepitum,terrarum_orbem,quia,iis,sed,sed,pestilentiam,omnium,quidem,L
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Weka
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Weka
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Weka
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Weka
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Stemmaweb (T. Andrews)
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Scoring Variants

• mathematical “scoring” with the premise that we have full 
information (can be weighted)

• philological “scoring”: correct/false grammar; meaning; 
similarity; context -> explanation of the variant, sets the 
weighting 

Dr Thomas Köntges!
Methoden für Digitale Textkritik WS 14/15

DOCUMENTATION OF THE 
TEXTUAL TRANSMISSION

• Phylogenetisches Stemma 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Tree Banking 
& 

Alignment
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Tree Banking



Thomas Köntges  
NLP of Historical Languages 
June 2016

Translation Alignment
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Gradually More Complex
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Gradually More Complex
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Morphological Parsers
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Morpheus API
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Topic Modelling
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Bag-Of-Words

• Simplification of texts 

• Zellig Harris (1954) 

• Word order and/or grammar does not matter  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Topic Modelling
• Collective knowledge continues to grow; it becomes 

more difficult to find what one is looking for 

• Topic Models are more than a search&link-approach 

• Zooming in and out is possible with TMs 

• Topic Model algorithms do not require prior annotation 
or labelling of the texts 

• Topic Models discover the hidden thematic structure in 
large archives of documents
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Topic Modelling
• A method to find clusters of words in large bodies 

of text 

• Those clusters are called topics 

• A topic is a recurring pattern of co-occurring words 

• Topic models are probabilistic models that are 
often based on the number of topics in the corpus 
being assumed and fixed
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Topic Modelling

http://thomask81.github.io/GreekTrans_vis/index.html#topic=4&lambda=0.6&term=


More (better) Data and  
SIMPLE Algorithms  

Often BEAT  
COMPLEX Analytics Models 
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– Peter Norvig (Google)

“We don’t have better algorithms. We just have 
more data.”
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Latent-Dirichlet-
Allocation (LDA)
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Statistical Inference

Deducing properties of  
an underlying distribution  

by analysis of data.
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LDA

Assumes that one can find a 
Dirichlet Distribution 

by analysing the words in a corpus.
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Dirichlet Distribution

Is a probability distribution 
over all possible  

multinominal distributions
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Dirichlet Distribution of 
Words in Corpus

1. For each document draw a topic 
distribution 

2. For each word in the document 
a. Draw a specific topic  
b. Draw a word
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Dirichlet Distribution of 
Words in Corpus
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Latent Dirichlet Allocation
• Simplification of how the documents in a dataset were 

created using Dirichlet Distribution 

• Documents are Bag-of-words (order of the words in 
each document is irrelevant) 

• Each corpus has words from a number of known topics 

• We do not know which words belong to which topic 

• “panel” in document A and “panel” in document B are 
not the same “word”
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Latent Dirichlet Allocation



Thomas Köntges  
NLP of Historical Languages 
June 2016

Latent Dirichlet Allocation

• The central goal of topic modelling is to 
automatically discover the topics from a collection 
of documents. 

• The central inferential problem for LDA is 
determining the posterior distribution of the latent 
variables given the document.
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Success and Results of LDA 
rely on apriori-set Variables

• Number of topics 

• Number of iterations 

• Normalisation of the data 

• Stopwords
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A Practical Example
• https://github.com/ThomasK81/TopicModellingR  
 
 
 
 
 
 
 
 
 

https://github.com/ThomasK81/TopicModellingR
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What does each variable 
do?

• Search Text 

• Collection 

• Year 

• Additional Stopwords 

• Number of Topics 

• Numbers of Terms Shown 

• Iterations
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The Risk of Normalisation

• http://thomask81.github.io/Greek_vis/
#topic=4&lambda=1&term= 

• ArabicMorph 

• ArabicTranslated 

• ArabicTM

http://thomask81.github.io/Greek_vis/#topic=4&lambda=1&term=


Topic Modelling is not an 
end, but a means to an end.
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Sight Reading Finder based on Topic 
Modelling Thucydides (Tufts, GRK 0103)
• Topic-Modelling Thucydides 

• Morphological normalisation of Thucydides  
-> Result: Three different versions of the same text 

• Passage-similarity matrix based on TM 

• Put it into shiny 
-> Individual App for setting exam questions and 
enabling preparation.  
https://thomask81.shinyapps.io/sightreading_app/  

https://thomask81.shinyapps.io/sightreading_app/
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Questions?


